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Abstract

wnmumummwmm(cn»mm
mmwymm).mmmmmnwwmmm
(MDO) refiect our perotption of the inseractions required of CFD and our experience in recent
summarized for conventional optivization (anslysis-SA codes) and simuktancous amalysis and
design optimization (design code) using both Euler and Navier-Swokes fiow appromations. The
WMIMWWWMWWW(}DV&W-
SA codes is grester than that required for design codes. Twus, aa MDO formulation thay
utilizes the more efficient design codes where possible is desired. However, in the serovehicle
Mmum.uuvmmuhum;mmmemmipminmmm
mmmmm&mmmammkm«w*m
The suggested MDO formulation is 2 bybrid muhilevel optimization procedure that comsists
dmmmnmmm-ummmmmcmmmmwm
suboptimizations.
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1 Introductory Remarks

The focus of this work is on oaly those techniques that arc applicable w0 advanced (high-fidelity)
computational Suid dynamics (CFD) and that are extendable t0 multidisciplinary design optimization
(MDO) for realistic throe-dimensional (3-D) acrovchicles. fable | bricfly summarizes this rescarch and
gives the chief advantages and disadvantages of each technique.

Table 1. Swumwweary of Technigues Used in Presemt Focus

TECHNIQUE ALVANTACE DISADVANTAGE
Advanood CFD Roquired physical Sidelity Nonliciear and high costs

Multiblock (or unstructured) Required geometric complexity  Higher costs

Mubigrid acceleration Efficient algorithm Tedious code

Gradient-based optimization gradient information in man Local vs. global minima
models

Automatic differeatistion Accuraie and robust Efficiency questions

incremeontal iterative method Consistent, efficieat, and Not anic . satic
versatile SA algorithm

Ammammmmmmmumwmmmmmn In
{1) and (2], the incremental iterative method (IIM) for cakculation of seasitivity derivatives (SD'e) is
discussed. lnISLMMdWMM(AD)anSD‘sﬁmaS-DMW
Navier-Swkes codo is domonstrated. References (4] and [5) are recent summanics of the studies of this
wark; the combination of AD and ITM 0 efficiently obtain consistent discrese SD's from a two-dmensional
(2-D) thin-layer Naviee-Swokes code is demonstrased in {6). The AD wol ADIFOR (AD of Fortran) of 7)
and (8] has been used droughout this work. Symbols and acronyms are defined as introduced in the text

The: equations summsarized in this paragraph can be found in greater detail in {1)-{6). The conservation
laws of compressible fluid flow, R,muodymkﬁwﬁas,?.dhmunbeexmeds

()] R(Q(b), X(b),b) =0 (Nonlinear state equation)
ad
@) F = F(Q(}).X($), (Acrodymamic ouiput funetion)

whmah&vmdm(&h)vﬂbkskhhmmdmmwmm&m.m
b is the vector of design varisbles. Nwmmdﬁqs(l)me)wimnwmthem
variables yields

dR 8R SR AR

3 E-‘;=E0'+ﬁ-x #-ﬁzo
and
dF 8F , O8F _, OF

where Q' = m.Y'!ﬂ-nngmuuiGSD‘svimmwmcdumvm;m
introduction of an adjoint variable (vector) A assocised with F gives

T T
® (-:g) A+ (%) =0 (Costate equation)



and

- 2_’_‘ TaR »4 _0_]'_: rgﬁ
(6) F‘_(ax+.4 'oT)"+86+A 5
where T denoies transpose. The IIM solution forms for Egs. (1), (3). and (5) are. respectively,
o _%‘.AQ= R @V =Q"+AQ  (n=123,.)
5& Krm41) ™)
®) 3059 = R™; Q =Q™+AQ¢  (m=123.)

o ~(B)are(@) e (Z) wverest @oian

where » and m are iteration indices and 5} denotes an “spproximate aperator of convenicace.” The first-
order SD's (F') are obtained from either Eq. (4) with ¢ and X' or Eq. (6) with A and X'. Second-order
SD's are also discussed in [6) dut not ased in the present work.
MdSD‘sdeﬁams(FD)fummoﬁu:ﬁvdysolndwﬂium
can be exponsive and imaccurale. A comparison of SD ratios foo lift, drag. snd pisching moment with
respect (0 a geosnetric design vaniable for transonic turbulent #ow about an airfoil [9] is showa in Table 2.
The denominator in these SD ratios is the value of the SD via AD at redative recidua), R/R;. and residonl
derivatives, (4)/(48),. reductions of 10—, If the FD sesolts (SDyp) agrosd with the AD results (SDp),

Table 2. Sensinwity Derivative Ratio Comparisons: A Twbulent Viscous Exawple
' & change of design variable. b

D
£ | e 10 i 0.1 00 | o001 (%f‘ mha
. e e

lift 0937 | 0926 | 0040 - -
10~ arng | 4862 7 1819 | 4383 - — Jo-s g
moment | 1035 { 2097 | 0099 | — - it
iR 1043 | 0973 | 0873 | -oo8] — 0999
10— darsg 3792 | 2385 | 2883 | 2084 — 0=+ | 1007
moment | 1139 | 0944 | 1129 | o2ss — 0999
lifk - B 1039 | 0973 | -0003 0999
103 drag — ks 3] —0.159 | 6996 | 28851 | 10~ 1.000
moment — q oss | 1200 | 03w 0.999
lif . 103 | 092 | 1112 | 133 1.000
10—4 drag - 1507 | 0991 | -0904 | 2804 | 10-¢| 1000
moment — 1006 § 1003 | 1270 | 1680 1.000

ﬂlubheauhmldhe&eﬂmillh:Islcolunn(i.e..mulymity). The tablc shows that &t a
ummvmauwhn.mmtmm“ymunmmmmvmmm
(and vice versa) for the SDyp. The similarly shaded areas show comparable SD accuracies for the FD
and AD spproaches.




Rocem overvicws of optimization approaches for coupled systems (disciplines) are given, for example,
in [10] and [11]; the present single-discipline optimization observations will be discussed in terms similer %0
those introduced in {10). Conventionsl optiraization wtilizes analysis (end perhaps also sensitivity analysis
(SA)) codes in conjunction with an optimization code, as shown in Fig. 1(a): when an analysis is an iterative
one, it mast be rum 10 reasonably well-convesped solations many tmes. In (10], this method is calied the
nested analysis aad design (NAND) approach; the optimizer snd analysis codes are loosely coupled. At
the other extreme is the simuitancous amalysis and desiga (SAND) approach in which the dasign and state
variables are opdmted together. For an iterative (state) analysis code, then, the desiga variable updaies are
made within the ierative analysis Joops; the optimizer and snalysis are implicitdy coupled to produce an
ienative design code as shown in Fig. 1(b). In reality, an eatire range of design procedures 2xists between
the two exwemes of Figs. 1(a) and 1(b); these procodures differ only in the froquency at which the herative

Converntional Simultaneous Anslysis and Design
Optimization
Objostive and consiraints m
Cosign veriabiss — Simuluneous
Looeely coupled Sute | ingGenion (soing  Smplich
| uajyeie gy
Equitihrivm conditions
Siate verishies
— NAND SAND
(8) ~ Yed amalysis and design (NAND). (b) Simultaneous analysis and design (SAND).

ig. 1. Approackes for an optimization with ilerative (analysis) state equation.

In the next few sections, this peper addresses recent acrodynamic single-point design opti mization
studics using both NAND and SAND approaches, with a comparison of computalional requiresneats;
WWWWWWW and. finally, a suggested

2 CFD Single-Poiat Design Optimizatica Resuits

The resuks dixcassed in this section are for recent single-discipline (CFD) single-point design oplimizati v
studies; details have boea repored elsewhere as noted in the quoted references. Both NAND and SAND
approach results have boen obisined, although generally mot for identical probiems. Even though formal
optimization procadures have been usad, these studies produce design improvesnents as opposed to optimum
soluticns, probably because of the xccepted convergence Jevels in the required ieaative solations for the
nonlinear CFD equations.

2.1 Ceaventismal Optimizstion: NAND with SA

The conveational optimization study results discussed bere are for acrodynamic shape optimization using
the NAND spproach with SA based on saalytical SD's. The H  _peoed Civil Transport (HSCT) 4E
design improvement stedics are based oa & 3-D marching (supersonic) Euler CFD code, snd resuits are
repored im [12]. The transonic turbulent #irfoil study results are based on a 2-D thin-layer Navies-Swokes
CFD code, and resuits are reporsed in [€].

1.1 HSCT Duign Improvement. Iaitial rcsults for scrodynamic shape optimzation studies that in-
vestigate the feasibility of using a 3-D supersonic Euler code with an efficient SA capebility are given in



(12) for a Mach 2.4 HSCT wing-body configuration. A comparison of typical nongeometric SD’s of the
force and moment cocfiicicats with respect to Mach ssmber, angle of attack, sad yaw angie is given in (13).
The IIM and FD SD's agree to four significant digits; the 1TM resuits are computationally less expentive
© obtain. Typical serodynasiic SD's of the force and momnent cocflicients with respect t0 wing geometry
peraroeters obiained with the ITM are also accuraie and computationally less expensive than those obtsined
by efficient FD. A comperison of these geotactric SD's with respect 10 wing-section thickness, twist, and
camber, 2 well as wing planform and flap defSlections is given in [12]. Again, the agreement betwoen the
M and FD results is very good. and the [IM results are computationsily less expensive 1o obiain.

‘The computabional flowchart for the atrodynamic shape optimiation studies is showw in Pig. 2,
where the (outer) shape design iecation loop is shown. In these studies, exiensive use was made of
solatioa restart files; thece immer loops are not shown in Fig. 2. The shape dosign looy starts &t the upper
e with the sotomased surface-shaping and voleme-grid generation codes, which are discussed i [14)
ad [15). These codes are differcatiated with ADIROR ([7) aad (8]) %0 provide the grid SD's (X') with
respect %0 spproximately 100 (wing) goomewic design variables, & discussed in the appendix of [{12).
Both the grid (X) and its SD's (X") are required because the geometric (shape) design varisbics determine
the vohicle surface and its body-Gwed computationsl grid. The marching Euler code is differentiated by
hand (33, $3, and 48, and likewise for output functioms F) 10 construct the fow derivative code. The
Automaed Design Synhesis (ADS) program [16] is used for the present constrained opticaization results;
the sequomtial quadratic programming strategy, the modificd meshod of feasible directions opumizer, and
the Goldea Seceica line search opticns have deca selected. Evaluation of both fenction and rst-order
derivatives (SD's) is givea 10 the ADS code. Becanse the SD via the IIM are esseatially analytical
derivatives, this combination of methods in ADS gives the most consistent optimization results. However,
many fonction evaluations are required by the selected search procedore. Increments in the shape design
vagiabies, deaosod “Del goom input” in Fig. 2, are retamed to the surface shaping code to stant the aext
detign itesation.

Qeom \/ Grid Flow
nput J\ Input input
| {

Mod | Shape/ Marching

oode | code geom SO, geom SO oode
Aero comt

Ol \ function/

Pout optimizer

Rg. 2. Flowchart for aerodynamic shape optisizanon feasibility shuties.

Sample results from two of the ¢cight optimization stadies reported in {12) are discussed here. The
HSCT 24E flicsed wing-body configuration generated by NASA Langley Research Center is the bastline
shape. the flow cosditions are Mach aumber M, = 2.4, sngic of artack = 1°, and yaw angle 3 = (°.
Convergence of both the nomliness ierative flow snalysis and the lincar iserative SA is t0 a relative
resideal reduction of 6 arders of magnitude for all required solutions.

For the wing-section thickness design improvement study, initial and final thickness distribstions are
shown in Fig. 3. The 15 design variables coasist of 5 paramceers each at the wing root, break, and
tip locations. The wing is linearly lofted from root to break and from break 10 tip 0 supply thickness
informetion at all other wing suations. The objective function is drag minimization, with the wing root
mmummmummmm;uu.m&mu&ssx.o

e




issprovement is obtained in 8 optimization steps, which requires 117 funcion evakiaticas and 8 gradicnt
evalustions; the Cray-2 run time is sbowt 1.2 hours. For 6 of the 15 design variables, the side constraints
mﬁm(ﬂhﬁmduwm.w&hmmmmhmm
%0 be 150 pevcent of the baseline values). For supersonic flow considerations alose, the wing would be
expected 10 become thinnee, as shown in Fig, 3.

od & 2 1.0. The bascline drag is decreased by ahowt 10 percent, and both coastraints are active. This

2 initial Final
EET PN — *

Fig 3. Wing section thickness distritmtions for HSCT 24E design improvement.

mu-nmmwm.wuﬁupwmmmmﬁ;m
mmmv-imm“mcwmmm.mnpmowmummma
mmmwmmm.mwveu»mu-& mjea-oggf-gx.om
& < 1.0, The baseline lft is increased by 5.5 percent, and the drag consteaint is violased by 3.8 perceat
Namummmwmmmmdmemvmn&mumuﬁna
MMWMWMMﬂnmwhwmmmch
usmu&HgAMmamemmm At 8 Mach number of 2.4,

Pig. 4. Wing planform shape for HSCT 24E design improvement.

ummmuuv.mmwwmmmmmmmmmm
is 23.9° for the baseline HSCT 24E snd 23.8° for the final optimized planform. That is, the planform
optimized for only supersonic fow lies behind the Mach cone.

112 Turbuleat Transenic Alrfoll Improvement. Initial resuks for scrodynamic shape optimization
mmmmutmwumnz-bm-mmwmmmmum
are given in (9) for a turbulemt transonic airf~il Comparisons of typical SD's of force and moment
Mcmwﬂnluwalobo&lowandmmcv.ulamgi\minw]fornmnemad



calcolation. The agreement between the [TM via AD and FD is good; the computational costs for the IIM
wsitig AD are comparable 10 or less then those for the FD.

The fowchart for this airfoil design improvement process is essentially that shown in Fig. 2; a more
detailed flowchart with the restart loops indicased is given in [9]. The automaied geometry sad grid code
TBGG (two-boundary grid generation) [17) is esed for algebrsically generared C grids around airfoils.
The sirfoil upper ad Jower susfaces aco each represented by a linear combination of four orthonormatized
polynomials (18] their amplitade (or weights) are the shape design varisbles. The estire TBOG code is
differontiated with ADIFOR ([7] and [8]) 10 obtain the grid SD's (X’) with respect 10 these eight design
variables. The CFD code ANSERS (algorithm for the Navier-Swokos oquetions besed on 8 Riemana
solver) {19] is a 2-D Navier-Siokes code based on an upwind cell-cestered finite-volame formulation
and simulaies tarbalonce with the Baldwin-Lomax [20) algebraic tarbuleace model. This code is also
differentissed with ADIFOR; however, the differentiation is dons in parts 50 that an efficient ITM can be
constructed for the SD's {6). As in the previous example, the ADS program [16) is used for the presest
constrained optimization results. The sequential quadratic programming stratcgy, the modified method of
feasible directions optimizer, and the Goldea Section line seswch options are selectod; evaluation of both
the fumction and fisst-order derivatives is provided 10 the ADS code.

The design optimizatior: problem sunmarized here (snd fully discussed in [9]) is the maximization
of the lift-20-drag ratio of an sirfoil in a wrbulent transomic Sow. The incident flow is at 8 Mach number
of 0.8, a chord Reynolds number of S million, and an sngle of aack of 1°. Solutions are cbtained o &
C-type mesh of 257 (sircuméeretial direction) x 67 (normal direction) points. In order o maintain the
mmﬁyammmmwmmmuammmw;m
spaced grid poists on both surfaces for the irst $ pescent chord.

The initial solution (Q) for the NACA 0012 sirfoil is converg.d 10 a relative analysis residual reduction
MlOMdMnﬂamhu\oSD(Q')mmnﬁvedaivaﬁvemMmeonvemd6omm.
Thess solutions were wsed a5 initial values for design optinization itesstions. An optimal solotion was
obtainod after three rosubmittalt 10 ADS; these resubimissions ensure thet the optimization itesations have
umwyumwwueuﬂsmmmmunmmm
of Fig. 5. The objective function C;/Cy has been increased 10 spproximately 10 times its initial valoe in
$8 design iseeations. This optimization requires the same amount of cestral processing uait (CPU) time
swmmmyxmwmmmm.mmmm
hmimwmmwmmmmwsmummmmm
Mnﬁonplw(c,)hng.sm«hcﬂow-ﬁddmm«uwuanhowhm&‘Iheaitfcil
ummmwmy.smmmmmmmmwmm
mio at transoaic flow conditions.
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Fig. S. Objective fAmction and surface pressure distributions for narbulent mansonic airfoil improveaent.

In the results above, the relative residual reductions for both Q and ' were set t 4 orders in the
mmmsmmummmwmnmmummq
of the Gmal design. Hm.ammuwyolmaﬂmmswmmumawmm
mummmumuummﬁcdwpmmmuﬁmum
Differert combinations of fiow and SA tolerancs (differing by facikors 10%') resukt in diffcrent achieved
obbcﬂvehmi-(dmwsopumtnﬂpamo:MMMlqmm«m




wial CPU times and produce differest sirfoils. Such differest results are not unexpected in this gradient-
mwmmuwmmmawﬁmu
derivatives govern the (approximaie) objecive fanciion swriace and the (approximsse) scarch direction 08
that surfsce. ‘The different airfails that resuk may also correspond 0 different local opima on the irue
(well-converged) objective function surface.

HENAUHUHUBIUE

(a) Initial. (b) Final.
Fig. 6. Fiowfield Mack number consowr plots for turbulent transonic airfoil improvement.

22 SimeMancous Analysis and Optimizstion: SAND

Several sitnulancoss saalysis/optisnization dumonstration study vesults are discussed here for atrodynamic
shape optisization using a SAND spproach with an SA, besed on analytical SD's or adjoints. The
present procedure, using CFD, has beea called SAADO (simultancous aczodynasmic snalysis and design
M.mmmmwﬁmmcmmmxm.mm
Sow solation and s optismal design at the same time. For advanced 3-D CFD codes, an ierative solation
of the linearived spproximations 10 the noalinesr flow equations is required because of the L-ge eatrices
involved. Design optimization is also iterative; the SAADO procodure imeracts these two ierations
(before either is converged), allowing a simultaneous relaxation of both the flow-field solution and the
design optimization. Overall computational sficiency is achicved because expeasive itenative solutions
for wonoptimal design parameters are oot convorged (i.c., obtsined). Initial demonsration siudios are
for quasi-ono-disnemsional (1-D) somie flows described by an Euler equation: the results are reported in
(21) and (22]. The tansonic tarbulest airfoil secalts are based on a 2-D this-layer Navier-Swkes CFD
approximation and the resukts are reporeed in (23]

221 Quasi-1-D Nomle Demongtration. The bmsic formulation and severak varistions of SAADO
heve beon derived and successfully implemented for design optimization of quasi-1-D nozles {21, 22
The feasibility of SAADO is demonstrased for both supersonic and taasonic flow doscribed by 8 1-D
Euler equation. Optimixation results for & supersonic nozzie design are shown in Fig 7(a). Standard
NAND optimization results with ADS software (16), for both one-sided FD and quasi-analytical (QA) (2)
differcatiation for SD's are compered with the SAADO resulis. The SAADO procedure produces a beter
objective minimization (which, ia this case, should tend 10 2¢70) in 20 design Cycles with fewer equivaloat
Newton-Raphson (NR) iterations and in less computer time than ¢ithe: of the suandard optimizations. Foe
the transonic nozxie, 2e residual (R history plots in Fig. 7(b). show thar SAADO requires L pproximascly
the same aamber of issations 10 reach the optimal solution a8 is required for & single flow analysis. The
osciliating natwre of the SAADO residusl history indicates that the iucorporation of design changes altevs
the normal convergence patiern for flow analysis; these ccillations cease when the design changes cease.




Objsctve
Ecuiv. NA oy,
Cray-2 (sec)

O eations 1500

(a) Supersonic. (b) Transowic.

Fig. 7. Comvergence results for SAADO quasi-1-D woxzle fow feasibibity demonstration.
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mdmmmdiwdmmmemwwmmwmﬁm
equations for the SAADO versions that have beea tested.

Presently, the 2-D form of the SAADO procedure for a thin-layer Navier-Swokes code considess
both sirfoil-shape and Siow-field varisbies as independeat (design) varisbles and treats the fiow equations
& oquality comstreimts. This large namber of variables and constraints is reduced by solving a set of
inexact sensitivity equations; these equations and the fiow analysis are solved logether in ITM form. The
design optimization problem is 10 maximize the lif-10-drag ratio C/C; of an wirfoil in transomic trbulent
Sow, subjoct 10 25 goommetric constraints: 20 on the surface curvature imposed from the leading odge 0
S perceat chord and S on the airfoil thickness imposed from 20 10 60 percent chord. Airfoil upper snd
lower profiles are each regs2sented by a linear combination of four orthonormalized polymomials, as in
(18]. The imitial values of these cight polynomial weighting coctlicients (the shape design variables) are
those for the NACA 0012 asrfoil.

Sample results for the SAADO approach to improving the lifi-to-drag ratio st & Mach nember of
Q&amdawtotl’.machadkcymkkmdsmnmmgﬁmd\eNACAwIZ
arfoil, are obtained on a C-type mesh of 127 x 33 points. Figure 9 shows the objective function (versas

7 Ob}oc.l:vomncuon

ulesymasah _ _ ']

Percentchord 100

Fig. 9. Objective fimction and swiace pressure distributions

namber of SAADO cycles) history and surface: pressure (coefficient, -Cp) distributions on the initial anc'
mmmm:swmm(mmm).mmwsmmw
was reduced from 10 10 1074, which produces an sirfoil with approximately S00 percent improvement in
the objective fumction. Two thickness constraints, (st 20 and 60 percent chard) were active. These results
show that the shock wave on the lower surface of the sirfoil has been eliminated: the shock wave on the
upper surface has been weakened considerably. These different shock wave patterns can also be seem in
msuummmmmmmwnhmymmm 10.
NWWMMMSMWBWM:W:&MW
converged 10 a reltive residual error of 107 on this 127 x 33 grid. For the inviscid (Buler) approximation,
the reistive SAADO time has been reducod farther. The set of eight inexact acrodynamic sensitivity

computational time by approximelely one-third. For a single adjoint equmion, which comresponds W0
theshghomhncdona/c,.mwmﬁmmwm-aoddbebythcuo{
spproximatoly 3. This reduction is aot currendly feasible for the Navier-Stokes code becanse the ADIFOR
tool does not provide a computationally efficient adjoint equatioa code. Nevertheless, the feasibility for
wmmamwnommmaz-bmmmusmmumk
mmwwwmtummmmemwmmMMw
code.

23 Comments ea NAND verns SAND Optimization.

A number of previous formulations that differ from SAADO have also invoived effcient SAND method-
ologies for acrodynamic design optimization. The works of Rizk [24]). Campbell [25), Dreia [26), and
Young ¢t al. [27). for example, either incorporated simple design modification rules in the acrodynamic



I I I

(a) Initiai. (b) Final.

Yig. 10, Wuﬂmmgufammcwfoﬁmmmm

anaysis iterations or exsondod the Neweon-1 methods to inclade the iteration equation that guides the
mammcmmo:mmlmwmuu.mmwm
for SAND. Ghattas and Orozco derived an equazion that relases the desi changes 10 the changes in the
mwumbawmumamummmmmmmrm
n'maawummmmmmwmfumm
wysi;mmmmmmgiammmouym@myamaowmmmu
mwaummmmmmmmmxmmmo
contained in this volume.

mwmm«mﬁmmuammm.mmmmu
ummmmudbeeqmmmmmwsm

uyhepoudsnm)inmemormwdumvm This set of moltipoint design
Mmymommammmem«mmbmm. Thus, solutions at
mmmumum«mm«dnmwm, When 30me or each of the multiple
ummmammuMuummammwwm.mw




Herein, cooramation tasks are viewed as those involved in establishing multipoint (or multidisciplinery)
feasibility: thal is, upper-level constraints which establish compatibility of shared design variables, arges
values, and partition interface conditions for the multiple single-point snalyses or sublevel optizizasions.
The number of Jevels of optimizstion or coordination provide another method for viewing multipoin
design processes. A detailod description of design variables and objective msd comstraist fumctions af
cach optimization level depends, of course, on the particular decomposition of & given mullipoint design
problem. Our imentica here is 10 show the meltipoint natore of the MDO problem 2nd suggest the ased
for efficient disciplime codes for both analysis and design in onder ©0 solve the MDO problems efficiently,
without specification of the decomposition details. Formal SA may or may act be implemented along
with the ieoative smalyses: it is not indicated in the diagrams shown ia this secton. 1n the following
subeections, gemeral ideas relasted W plamed CFD multpoint design optimizabion stodies are wsed ©
ilustrate the points to be made.

31 Siagle-Level Optimization

In tte single-level processes, both optimization and cooedination (OC) tasks are performed at the same
level. The conventioaal, o NAND procedure. places thes: OC tasks above or in an omer erative Joop
around the multipoint alyses. a8 shown in Fig. 11(2). The OC tasks provide design vanables as input 10
the multipoint amalyses, which wpon inner iccative coavergence provide the output fenctions (and perhaps
the SD infarmation) required by the OC tasks. A design variable update then intistes the nexy owter loop
iteration. This procedure requires well-converged analyses st each of the muluple poists for every change
of design vasiables or iteration step in the outer (design) loop.

‘The singie-level simultanecus, or SAND procedure, can be vicwed cither as incorporating the OC
tasks within the multiple point iserative snalysis loops or as rumning & modified NAND procodure with
nonconverged isnor or analysis loops. Both design and state variables are simultancously updated, and the
muitiple poir4 amalyses are not converged until the desived design is obtainod. As mdicated ia Fig. 11(b),
both stase and adjoint (costase or derivative) equations are ieratod wgether. which simultansously improves
sl multiple-point flow residuals and OC sk objoctives.
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Fig. 11. Multpoint. single-level opamuzation wuh iseratively solved stase equations.

32 Mullievel Optimization

In the maltilevel processes. optimization and coordination tasks nced aot be performod st the same level;
suboptimizations may be doac at & lower or inner iteration level. Subsets of design varisbies that have
besn cssentislly determined & one design posw may not be aceasd or relevant m omher dtsagn Poines, Of
they may only be required to be act incompatible. For example. many design variables for the high-hift

avatomn are Astareiacd ot tekrandt and landine Arsditines b soe sce cobeioms an smcdon snmdesioma —deoee



mmmmmmmsmm Design varighles which appear in
mhnmmmmmhembmbmm.mnyaaw;akvd. When more
thau ome level of optimization exists, the procedure at cach level is spcifed. A NAND-NAND procedare
that involves CFD appears 100 expensive 10 be coasidered.
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Fig. 12. Multipoint, mulbtilevel SAND-NAND optmization with iteratively sotved state equasions.

Ammmmmmnptwmmnhummmm
design points as depicted in Fig. 12. Agin, the coordination tagk is assumed w be in the wp-level
mmsmmmmmmmmmmmummmm
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Fig. 13. Mulsipoin‘. multilevel SAND- SAND optimization with iseratively solved state CQUALONS.
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objoctive functions. UseofSANDMmfamcmvdimﬁvedosimsbonldbewmquy
more efficient than the corresponding NAND procedures with SA at the sublevel.

33 Hybrid Optimization
Ammauﬁngmmmmmmummewmm.
n Fig 14.ummmumsawmmmmmmmmk
shown as a NAND procedere which may or may not include SA. Agsic:, the courdination is sssumed to be
uﬂemwmwahummmmm 4. In & multipoint scrodynamic
mmummmw.tummu.memmm.mmmmmw
MMWsWumwwwmmmmwm
& previously discussed. miuﬁwwym(a&emmmm&poodbodulowwmaa.
serodynamic “off-desiga™ points) where, for example, wing root beading momest, shock streagth, lift, o
urag (or other fuactions) seed %0 be assessed at each multipoint design siep for constraint evaluation oc
other considerations. om.mchummmmmmmnm.
required in a realistic single-discipline optimnization. Updated input &t these off-design analysis poites
mumwmm:ucwwmwmmp.
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Fig. 14, Multipoint, multilevel Aybrid optiwization with teratively solved s30': equations.

¢ Suggested MDO Precedure
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arc not the serodynamic (shape) design points. Thus, the set of multipoint MDO design points sppears
0 be a collection of hybrid seultilevel “discipline~design™ multidisciplinary analysis (MDA) procedures,
each with a different subset of design points or flow conditions. A practicable implomentation of these
procedures requires eficiznt computational code for both the discipline analysis and the iterative design.
For the expensive ieruive analyses of advanced CFD, the iterative design should be 8 SAND procedure
rather dan a8 NAND procedure with SA.

'

TRNTY e e
s e NS SO

o= =) = (=) (=

...........

Fig. 16. Multipoint, wadtilew! Xydrid structwal optimization witk MDA.

The suggested MDO formulation is a coordinated combination of bybrid multilevel processes such
& those pictared in Figs. 15 and 16. The multipoint hybrid multilevel optimizations will be sublevel
optimizations in an MDO coordination level as shown in Fig. 17. This suggested MDO formulation

by | | sary (000 ‘E‘%" Y

1 ] |
Fig. 17. Swuggested MDO proceduwre: coondinased kybrid mukilevel suboptimizations.

hmndsdomb&eamﬂyuxﬁcwmmuunn“anum‘lmomﬂs
described, for example, in [11]. In effoct, sach discipline actively participases in its subleve! hybrid design,
ﬁmﬂm;mAmdeQOmwpwmuuwmmwmo
fmdﬁmmdw&vMsamﬁknlmﬂWaaanmm

$ Conciuding Remarks

oummufbmmmmmemotuwmnmmm)
MMWW(SA).NM@WWWWWM’WM
OADO).MMMMwdeuMWMMGD-de
in recent serodynami design optimization studies using CFD. Sampie results from these laner stdics
have been summarized for conventional optimizstion (analysis-SA codes) and simultaneous amalysis and
umm(mma)mmmmmwmmmm The smount
dwmmhmyﬂmﬁcummmmm&-nmumn
be greater than that required vis decign codcs. Thus, sn MDO formulation that wilises the more efScient
design codes where possible is desired. Rowever, in the acrovehicie MDO probiem, the vasicus disciplines
tat are involved have different design poinss in the flight envelope; therefore, CFD analysis-SA codes are
required at the acrodynamic “off-desiga” points. 1t is concludod that the appropriste MDO formulation




include hybrid multlevel optimization procedures that coasist of both multipoint CFD analysis-SA codes
and raulipoint CFD design codes that perform suboplimizations.
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